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Abstract—The fishing industry suffers from a lack of available
data for governments to make informed decisions on how
to best protect sea life and habitats. Manual monitoring is
expensive, resulting in most caught fish going unmonitored on-
vessel. The small sample size from the current approach is
prone to information loss and biases. The application of machine
learning in the fishing industry provides the opportunity to gain a
broader understanding of the ecological impact of current fishing
practices. This research explores the potential of deep learning
in the context of computer vision to better monitor fish catch.
It presents an approach to estimating the length of individual
fish in millimetres from the output of a segmentation mask by
a U-net-based neural network using an EfficientNet backbone.
Our approach produced results that were, on average, within
one centimetre of the measured lengths of fish, prior to any
adjustment for halo effects of segmentation inferences.

Index Terms—fish length estimation, real-world applications,
image segmentation, EfficientNet, ResNet.

I. INTRODUCTION

Globally, a lack of effective governance has seen the over-
exploitation of many fish stocks [1], bringing them ever closer
to the risk of collapse. Research from the Minderoo foundation
(2021) [1] on the sustainability of marine fisheries in 142
coastal states found that 49% of assessed fish stocks are now
over-fished, with almost 10% having been driven to collapse.
Research conducted by the Food and Agriculture Organisation
(FAO) in 2020 [2] estimated global fish production to have
reached about 179 million tonnes in 2018, with total fish
consumption rising 122% from 1990, and fish consumption
is estimated to have provided 3.3 billion people with almost
20% of their average per capita intake of animal protein [2].
Meanwhile, fish stocks within biologically sustainable levels
dropped from 90% in 1990 to 65.8% in 2017. The situation
is likely to be even worse for unassessed fisheries [3].

Science-based management of commercial fisheries suffers
from a lack of availability of data [1]. For informed decisions
to be made, governments need greater insight into the state of
sea life. Neural Networks applied in computer vision offer the
opportunity to gain information on current practices without
introducing biases or information loss at the catch stage [4].

Advances in neural networks and the increase in speed of
the GPUs required to run them over the last decade have
allowed the practical implementation of this technology in
a wide range of industries. However, the adoption of smart

monitoring systems in the fishing industry in New Zealand
is yet to be implemented. Availability of data surrounding
the fishing industry and their onboard activities is not widely
available; visual data of the deck is often locked behind privacy
concerns where employees of the vessels may be identified,
and all imagery is reliant on having the approval of either
the captain or the organisation to be distributed. As such, the
analysis of the potential of these techniques in the industry
has been hampered.

Non-invasive approaches to monitoring are crucial when
applying automated systems on-vessel; the privacy of those
working on-vessel is highly important. In New Zealand, data
collection for monitoring the types and quantity of fish caught
is mainly reliant on human reviewers [5]. With over four
million square kilometres of ocean, efforts to monitor the
multi-billion dollar New Zealand fishing industry are difficult
and expensive, resulting in only around 25% of deepwater
catch occurring on a vessel with an observer [5].

In this paper, we explore the use of automated image
processing techniques such as deep neural networks (NNs)
and investigate their potential for monitoring fish on-vessel.
Data consists of imagery of tarakihi, a species of fish that
has been identified to be below its soft limit in New Zealand
waters. As part of this project, data was gathered manually to
be explicitly used in tackling the problem of automating the
monitoring and length estimation of the tarakihi fish.

This paper aims to investigate the application of deep
learning for performing fish (Tarakihi) length estimation with
a very small amount of input data. The use of supervised
networks for data sorting as an approach for reducing the level
of manual data cleaning required is also explored. Specifically,
we will:

1) Discuss the data collection approach, including the
careful considerations required to ensure capturing a
significantly diverse and representative dataset;

2) Investigate the application of EfficientNet [6] for au-
tomating the process of locating fish in the imagery
dataset and the use of interpretable techniques for eval-
uating the inferred contours.

3) Propose an approach for inferring the length of the
detected fish. This approach will be evaluated across the
collected data to establish the accuracy and robustness
of the proposed approach.



II. BACKGROUND

Declining fish stocks and damage caused to sea habitats
from large-scale fishing practices have led to the development
of strict regulations regarding where fishing may be conducted,
the quantity of fish that may be caught, and the size of fish that
may be kept. Size limits have been imposed to help protect
fish stocks, allowing fish to grow such that they are given a
chance to breed at least once [7].

Prior research into the use of machine learning-based com-
puter vision techniques in the fishing industry has seen some
success. Monkman et al. [8] investigated object detection on
side-face images of European sea bass and were able to predict
the location of fish in images with a mean intersection over
union (IOU) of 93%. In this research, fiducial markers of
varying sizes were used for calibrating images and provided a
point of reference when measuring the length of the fish. Raw
imagery in this dataset consisted of the side profile of fish,
imagery was horizontally aligned with the fish. This allowed
for simple calculation of fish length based on the bounding
box and the use of a calibration object in each image. Such an
approach provides insight into how length estimating may be
tackled. However, this method will not be directly translatable
to many real-world use cases. Imagery datasets rarely consist
of such favourable examples where a single axis may be used
to estimate length.

Work by Qiu et al. [9] investigated the use of transfer
learning for image classification on a popular fish dataset,
Croatian and QUT, in 2018. Their use of pre-trained bilin-
ear convolutional neural networks showed some success by
improving the accuracy of popular networks on datasets that
are particularly challenging due to the poor quality of the
imagery. However, the computational load was significantly
increased. As classification models output only class-specific
data, geometric properties for length estimation are not present
and would therefore provide little benefit at the current stage
of this research.

Stereo optical systems are relatively popular in the use of
monitoring fish in water; the National Oceanic and Atmo-
spheric Administration have used baited remote underwater
video stations (BRUVS) equipped with a stereo video system
for at least ten years [10]. The use of stereo video systems
opens up the opportunity for distance to be measured. Ro-
driguez et al. [11] paired this technology with the technique
of background subtraction to segment the fish imagery into
foreground and background. The output of this process was a
binary representation of the candidate foreground from which
size, area, and length-to-height ratios are used to determine
whether the object is a fish. In practice, stereo camera systems
are not present on commercial fishing vessels due to their
added cost and maintenance requirements.

Álvarez-Ellacuría et al. [11] sought to use a different
approach for the estimation of the length of the European
hake. Polygon-based image segmentation was used to identify
individual fish in images. This provides an advantage over
bounding boxes as polygons are not bound to just two axes,

allowing for rotation-invariant estimation of length. Their data
consisted of images of overlapping hake in boxes, meaning
many of the fish were not fully visible. To combat this, they
segmented the heads of fish and used known head-to-total
length relationships to extrapolate the total length per fish
detected. This approach was able to identify 87% of heads in
the imagery. However, their approach was sufficiently accurate
for real-world deployment.

More recently, Palmer et al. [12] also investigated the use of
image segmentation to measure the number of obscured fish
in buckets. Their study focused on the common dolphinfish,
an important part of the commercial fishing industry in the
Mediterranean. Their use of high-resolution imagery and a
larger dataset was able to achieve an accuracy of 86.10% on a
dataset consisting of 4117 fish from 276 images. As the weight
of each bucket was also measured, researchers were able to
use the bucket weight and the predicted number of fish in each
bucket to estimate the mean fish length per bucket. Deviations
between observations and estimates ranged between -7.4 and
4.8 centimetres. The weight of fish is not practically available
on fishing vessels, as fish must be processed in real-time, with
bycatch immediately discarded overboard.

Deployment of real-time neural network-based approaches
on fishing vessels (edge computing) will require models with
low computational cost. EfficientNet-based models show con-
siderable promise, given their very competitive performance
on problems such as ImageNet despite their significantly
smaller size [6].

Where this research differed from past literature is that
fish were removed from the buckets they are auctioned from,
meaning that where other research had to approximate length
from the head size [13] or average length per box [12], this
research focused on directly measuring the length of individual
fish from imagery. Interpretable techniques are also explored
for their potential in explaining which shape features of
contours found from segmentation masks may provide insight
into identifying contours of high or low quality, reducing
the likelihood of poor inferences affecting recorded lengths.
The use of interpretable techniques [14] provides justification
for the inferences made by ML models, the features that
contributed to individual predictions may be visualised in the
form of a contribution score. By no longer being a "black
box", a greater trust may be placed in these systems and their
reasoning understood.

III. OVERALL METHOD

The first stage of this research was to gather imagery
data. This data had to be gathered in a manner that may be
replicated onboard fishing vessels in New Zealand, it also had
to accommodate for a variety of camera angles and distances,
as the specific set-up amongst the vessels is inconsistent. Data
from on-vessel cameras is highly variable, often noisy or of
poor quality, as cameras are subject to harsh conditions while
out at sea. As such, an approach that is invariant to scale and
rotation must be considered. Artificial intelligence provides
this opportunity and its potential for predicting the size of
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Fig. 1: Data Cleaning process visualisation.

the tarakihi fish, an overfished species in New Zealand, was
explored in this research.

To facilitate the efficient collection and processing of data,
the use of machine learning for sorting inferences based on
the shape of inferred objects was also investigated. Figure 1
illustrates this process, showing that images are first inferred
on by the segmentation model and contours identified of
inferred objects are then subject to an evaluation using their
shape features.

A subset of the videos was chosen to be annotated for
segmentation, these included videos from both a fixed and
handheld camera allowing for a varied train set. Polygons
were then drawn on the frames extracted from this data that
contained fish. Only images in which the fish had been moved
or a new fish had entered the frame were annotated. This
helped to increase the information gain of each annotated
image by avoiding annotating consecutive frames which would
be visually similar.

Shape features were calculated from both quality fish poly-
gons and the polygons of false positive inferences to train an
Explainable Boosting Machine (EBM). The shape functions of
objects inferred from subsequent runs of the inference model
were then evaluated by the EBM. The Contours with a circle
deviation within the range of values associated with fish, that
were not predicted to be fish by the EBM, were targeted for
further training.

A holdout set of images were then inferred on by the
segmentation model. Segmented objects that were classified
as having quality contours also had their pixel length calcu-
lated. This was done by drawing a minimum bounding circle
to enclose the contour of the object, The diameter of this
circle was used as the object’s pixel length. By locating a
checkerboard pattern in the image and comparing its pixel
length to the known length, the scale factor for the current

image was calculated and the predicted millimetre length of
segmentation inferences was calculated.

Each of these stages is discussed in detail in the following
sections.

IV. DATA COLLECTION & PROCESSING

The data collection conducted in this research was an
iterative process. The different approaches taken were not done
just to collect the information to be used in training computer
vision learning algorithms but also to provide evidence on the
methods required to most accurately infer the length of a fish
from a single camera. Multiple factory visits were conducted
and two distinct methods for collecting the data were used.

In the first visit, data were collected using a handheld
camera facing top-down over fish as they were passed over
a metal table. While in practice, the camera would be fixed
on the vessel, by holding the camera we were able to simulate
the vessel’s movement and gather data from various angles and
distances. The goal of this approach was to reduce overfitting
to a particular setup.

Though the approach of using a free camera was able
to provide us with a dataset that contained a large variety
of different observation angles for the measured fish, there
were also significant drawbacks. One such drawback was an
inconsistent and highly variable scale factor in the images
derived from this approach. The scale factor was a measured
value for the known difference between pixel and millimetre
distance, found by measuring the checkerboard calibration
pattern. Depending on the position of the pattern relative to
the fish the derived scale factor would lead to an over or under
prediction of the true scale factor at the position of the fish.
Using a free camera also meant that the scale factor had to be
recalculated for every image, as the camera angle and distance
were always moving.

The second method for gathering data utilized a fixed
camera. A metal frame was used to hold the camera stationary
above the table, allowing for a more consistent scale factor.
This fixed perspective also enabled us to transform the images
ensuring that only the region of interest was visible.

The camera used in this research was a custom-built camera
used specifically for fishing vessels. It had a resolution of
960x540 and recorded imagery at 15 frames per second. Data
collection was conducted in factories where access to many
samples was possible. A total of 21 buckets of tarakihi were
used throughout this research. A checkerboard pattern on non-
reflective, paper was placed on the metal table for camera
calibration and as a point of reference for length estimation.

One challenge was simulating fish in motion. Live samples
of fish were unavailable and the samples needed to be placed
in positions representative of imagery that may occur with fish
moving down a chute or being passed at high speeds during
sorting on a vessel. As shown in Figure 2, fish in motion
present a significant amount of motion blur, making a precise
length estimation more difficult. The fish used in this research
had been frozen whilst stacked in the boxes, which helped
to simulate the curling shape of live fish. In total 42 videos



Fig. 2: Examples of imagery taken. The top left is a gurnard.
The bottom left is a tarakihi in motion. The right is a clear
example of tarakihi.

were gathered, these videos ranged in lengths of up to 15
minutes. Around 170 thousand frames, in total, were extracted
from these videos to create the dataset for this research,
though many did not contain images of tarakihi. This data
had to be sorted and data that was not usable was removed.
To reduce projection errors that may affect the perceived
size of objects when converting a three-dimensional scene to
a two-dimensional image plane; a bird’s eye transformation
was conducted on images taken from the fixed camera. This
approach brought other benefits also, such as reducing the
number of fish present in a scene down to a single individual.
The edge points of the table on which fish were measured
were chosen as our control points for the limits of our
warped region. The width and height of the output image
were calculated by using Pythagoras’ Theorem to identify the
maximum hypotenuse, in the image coordinate system, for
both the width at the bottom and top points and the height on
the left and right of our projected table. The OpenCV function
CV2.GetPerspectiveTransform [15] uses both the edge points
from the original image and the max width and height from
our desired region of interest to calculate a 3x3 perspective
transformation matrix [15]. This matrix was then applied to
the image providing us with our transformed image containing
only the region of interest.

V. FISH SEGMENTATION

The VGG annotation tool [16] was used to annotate the
training data for segmentation. The tool was developed by
researchers at Oxford and provides a simple and intuitive open-
source environment, hosted through a browser, for drawing a
variety of annotations such as bounding boxes and polygons.

Polygons were drawn around both the fish in the centre
of the frame and fish in buckets if visible. The training
was targeted to maximise the information gained from each
annotated sample. The images were extracted from 15 frames
per second camera feed. Therefore, there were many frames
that were visually identical, and annotating many that were
close together would yield little benefit when trying to explain
the complexity of all the data. Instead, images were only
annotated if a fish had been manually changed, this may
include a flip or rotation and transformation.

2020 images were annotated with some of these images
containing multiple fish polygons. Images were split randomly
into a train and test set at an 80%/20% ratio. A holdout
set was created manually prior to this split and contained
301 images, with 41 images from the first factory visit, 116
from the second, and 144 images from the third visit. This
holdout set was used only to evaluate the performance of
segmentation inferences while a second holdout set of non-
annotated imagery was used for evaluating the performance
of the proposed method for estimating length. From the data
gathered in the third factory visit, only images of fish from the
first bucket were annotated, and fish from the remaining five
buckets were used in the holdout set for evaluating estimated
lengths.

Training images were augmented by applying horizontal
flips, rotation, brightness, and gamma transformations as well
as the addition of Gaussian noise to reduce overfitting. The
output of the segmentation model was a two-dimensional array
with values between zero and one for the predicted confidence
that a pixel, at the corresponding coordinates in the input
image, contained a fish, this was multiplied by 255 when
saving the array as a mask image.

The segmentation model was a Unet-based model with
an EfficientNet-B3 backbone. The canonical EfficientNet pa-
per [6] used neural architecture search to develop a feature
network topology that allowed for significantly improved
performance with a comparatively small model, by using a
bi-directional feature pyramid network (BiFPN). Given the
model’s efficiency, we kept images at (320×320 pixels).

This model was trained for a single class for 60 epochs
with a batch size of eight and a learning rate of 0.0001.
EfficientNet-B3 was chosen as it is the highest performing Ef-
ficientNet model before there is a significant trade-off between
performance and the number of parameters [6]. Although the
model size and inference speed are not of concern in this
research, emphasis was given to smaller systems that may be
capable of running on edge devices out at sea or capable of
providing an observer with close to real-time assessments of
the catch.

Close to real-time assessment of catch may provide valuable
statistics for making more informed decisions about where to
fish and result in less bycatch and less damage being caused
to aquatic creatures and their habitats. Such methods should
not only be limited to the assessment of sea-life brought onto
the vessel but also to sub-marine systems in the vicinity of
fishing vessels, such as the increasingly common trawl camera,
attached to deployed trawl nets [17] which provides a live feed
of the fish as they are caught during a trawl.

VI. INTERPRETABLE METHODS FOR EVALUATING
CONTOURS

The contours of inferred objects were used to evaluate
the quality of inferences and reduce the likelihood of poor
inferences affecting estimated lengths. By using shape fea-
tures derived from these contours a generative additive model
(GAM) was trained to classify high and low-quality inferences.



Contours that were classified as low quality were used to
flag images that required further training or potential false
positives. While those of high quality were used in the process
of estimating length.

OpenCV’s findContours function [18] was used to identify
these and describes contours simply as a curve joining all
continuous points along a boundary with the same colour or
intensity.

The target contour in the image was found by comparing the
areas and distance from the centre of each contour. From the
contours with an area, in pixels, between 4,000 and 60,000 the
closest to the centre was selected as the contour most likely
to be the fish currently being captured. This contour was then
further analysed to predict its quality.

A separate mask was generated containing only the infer-
ence in the centre of the image. Various features were calcu-
lated from the contour found from the remaining inference and
were analysed using interpretable machine learning techniques
developed in research conducted by Nori et al. [14].

Two datasets were created for evaluating this system, one for
high-quality segmentation masks, and another for low-quality
segmentation masks. Segmentation masks were deemed high-
quality if they were of a standard suitable for training, this
meant that the entire fish would need to be included in the
mask and minimal false positive pixels would need to be
present.

Low-quality segmentation masks were a broader category.
Masks unsuitable for training were included, as well as
masks from false positive inferences or masks generated from
multiple fish overlapping that did not represent the shape of
an individual fish. This allowed us to reduce the chances of
using an inferred segmentation of multiple fish for a length
estimation.

The algorithm was then trained on various features calcu-
lated from these two datasets. Some features were raw inputs
derived from OpenCV’s contours [18], others were calculated
by using geometric statistics common in particle analysis, and
remote sensing. Input features were gradually reduced until
there were only three. Fewer inputs meant that inferences were
always justified based on a few input features and were more
easily interpreted and less likely to be over-fit to the training
data.

InterpretML [14] was chosen as it provides insight into
both global and local features. Research into interpretable
machine learning has been gaining traction in recent years
[19]. Interpretable methods allow for greater trust in the
systems in which they are integrated, as decisions are less
likely to be challenged if their justification is clear. By using
interpretable machine learning techniques, not only may a
robust automated system, that is capable of determining the
quality of polygons, be developed, but the contributing factors
that resulted in this prediction may be easily understood and
visualised.

As part of InterpretML research [14], a new algorithm was
developed with a focus on interpretability, the Explainable
Boosting Machine (EBM). The EBM is a generalised additive

model (GAM) and uses modern machine learning techniques
to learn feature contribution functions. This function deter-
mines the contribution to either the positive or negative class
at each value of the input feature.

As EBM is an additive model feature scores are easily
interpreted due to their modular contribution to the prediction
[14]. The contribution of each feature may be visualised
by plotting the feature contribution scores identified when
training the EBM, an example is shown in Figure 3. This non-
linear relationship is called the shape function in the research
conducted by Lou et al. [20].

Global scale interpretability provides the importance of each
feature, this is calculated by using the mean absolute score,
allowing us to ascertain which features are most important in
determining whether a contour is highly likely to be that of a
fish or not.

On the local scale each input feature has a score to
determine its impact on the predicted class, this score can
be both positive; increasing the likelihood that the observed
data belongs to the positive class, or negative; decreasing this
likelihood.

Several features were calculated from the contours found in
the segmented image, in the form of shape factors, to better
evaluate their shape. Shape factors are used for analysis in a
variety of fields such as image analysis and microscopy, where
the shapes of objects must be differentiated. The notable geo-
metric properties of fish contours that were explored included
circularity, compactness, and complexity. These were the input
features identified as having the highest feature importance
when conducting iterative feature reduction when training
the EBM. 35 Features were first included, and those with
low feature importance or high collinearity were gradually
dropped until three remained; circle deviation (circ_dev),
elongation (elong), and coordinate complexity (complex).
Podczeck (1996) [21] explored the use of shape factors to
assess the shapes of particles. As part of this assessment, three
of the considered parameters for describing shapes analysed
the deviations from standard shapes such as a square, triangle,
and circle. The deviation from a circular image (circdev) was
included in our analysis of viable contours as an early explo-
ration of contour features showed it to be highly important in
determining quality fish contours.

circ_dev =
area
π
4 s

2
m

(1)

Where sm is the longest side of a minimum enclosing
rectangle.

Two additional features were included in the final explain-
able model and are calculated using the characteristics of
the external border of our shape and the pixel length of the
contour. These were: Podczeck’s elongation calculation [21]

elong =
perimeter

length
(2)

The second equation was an adaption of Podczeck’s elon-
gation, which instead explains the number of vertices relative
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Fig. 3: Shape function plotted for circle deviation

to the length of the shape, the name coordinate complexity is
used to refer to this feature and it was calculated as.

complex =
ext.coords

length
(3)

The data used in training the explainable boosting machine
had to be carefully selected using a mixture of both inferred
and manually created segmentation masks. 160 of the masks
included in the positive class were manually drawn, and the
remaining 1205 masks were inferred. In earlier iterations,
human-made masked images made up roughly 50% of the
positive class. A larger number of masked images that were
created from human annotated polygons were included in
the training data to ensure quality contours were being used.
However, this resulted in inflated feature importance being
given to the number of exterior coordinates, as human-drawn
polygons generally have far fewer exterior coordinates than
polygons from an inference.

Circle deviation ranges between zero and one, values close
to one signify our contour is highly similar to a circle whereas
values close to zero signify a very dissimilar shape. The
circle deviation graph 3 shows the contribution scores found
from the training set of contour features. The range of values
for the circle deviation is shown on the x-axis, while the
contribution is shown on the y-axis. Illustrated below the graph
is a density plot showing the number of instances for each
range of feature values. Contours with a circle deviation value
of less than 0.24 and greater than 0.4 had a similar score
of -2.41, suggesting these shapes are not likely to be fish.
Circular deviation scores between 0.24 and 0.4 had a positive
contribution to the prediction that our shape is that of a quality
fish segmentation.

A second check was created, based on findings from the
shape functions, for contours that did not pass the EBM.
A contour that failed the first check but still had a 0.25 <
circdev < 0.39 was considered to potentially have a clearly
visible tarakihi. This was done as a proxy for entropy-based
sampling to target training at these examples where contours
were similar but did not pass the EBM’s inference. This range

of circle deviation values was chosen as there was a large
number of observations in this range, so the inference that
contours within this range are likely to be those of a fish is
based on many examples. Circle deviation was also measured
to have the highest feature importance for identifying quality
fish.

The first run of this system placed 425 images into the ’bad’
output directory. 19 of the images classified as containing bad
fish masks were incorrect (false negatives). 965 images failed
the EBM evaluation but had a circle deviation value within the
range that was considered for further evaluation, these were
placed in a directory for later annotation. 1601 images were
placed in the good segmentation category, 257 of these were
considered to be false positives as the segmentation did not
cover the entire fish.

VII. LENGTH ESTIMATION

The length of fish was derived from the inference mask.
A binary thresholding approach was used to remove segmen-
tation artefacts by setting all values above the threshold, of
128, to 255 and all other values to 0. OpenCV was then
used to create a minimum bounding circle around the fish,
the diameter of the circle was used as the pixel length.

The checkerboard pattern was used to derive the pixel-to-
millimetre ratio. An adaptive approach was used to search for
partially-visible checkerboards. The pixel lengths of all four
sides of the checkerboard were then calculated based on the
size of the grid that was found in the image. Estimates for the
number of millimetres per pixel were calculated by getting the
average of each side’s length divided by its pixel length. This
value was multiplied by the pixel length of the fish to give
its length in millimetres. The pixel to millimetre ratio for a
single side of the checkerboard pattern was calculated with
the following equation:

R =
Lmm∑
i Npix

(4)

where the length in millimetres is denoted by Lmm and∑
i Npix is the sum of the pixel distance for the given side

(i).
The length calculation for an individual fish from the

diameter of the minimum enclosing circle in pixels Dpix using
the pixel to millimetre ratio from each of the four sides

∑
i R

of the checkerboard pattern is calculated as follows:

L = Dpix ∗
∑

i R

4
(5)

VIII. DERIVING LENGTHS FROM VIDEOS

In order to effectively measure the length of an individual
over multiple frames, lengths inferred from the automated
process would need to match up with those lengths measured
on-site, when ordered chronologically. This would mean that
double counting or missing fish would have a significant
adverse effect when comparing true and predicted lengths.
Partial inferences when hands were covering fish were one
instance that would significantly alter measured lengths.



After inference was conducted on all images from the
holdout set, masks were ordered chronologically; by using
the UNIX timestamp of the video from which the image
was extracted and the images corresponding frame number.
This ensured that important temporal information that may
assist in the evaluation of predicted lengths was not lost when
reading frames and masks. The median of similar lengths
was used to determine the estimated length of the current
fish, the median was chosen as false positives could skew
the recorded max length if the measured contour significantly
increased in size. Lengths were considered similar if they
were within 1cm of the median length. If an inferred length
was greater than one centimetre above that of the median
estimated length for the current fish, this value was then stored,
and only if there are six consecutive frames with a similar
length is this considered to be the new estimated length for
the current fish. Allowing lengths to always increase in size
but not decrease enabled us to reduce length measurements
from partially visible fish affecting the recorded length of
an individual. The estimated length was set to zero after
consecutive frames where no fish was present to ensure that
the estimated lengths of one individual would not affect the
recorded length of the following fish.

IX. RESULTS

Fish used in the holdout set for evaluating the length
estimation process were measured on-site with mm accuracy,
this dataset was made up of 129 individuals. The dataset was
reduced to just over 55 thousand image frames that were
extracted from the raw footage gathered on-site. This was
done only to include the images in which fish were present,
removing the need to infer on many frames where no fish were
in view. The segmentation model inferred on these images
and prediction masks were cropped below the ruler on which
fish were measured. As all fish were measured before being
placed on the table, cropping inferences in the region where
fish were measured allowed us to simulate a pause between
observed fish. This pause, of around 60 frames, was used to
distinguish when a new fish was entering the scene. Lengths
from the holdout set from the third visit were then measured
using the aforementioned process and a CSV file was outputted
with a single predicted length (the median) for each observed
individual. The Lengths from this CSV were then compared to
the ground truth recorded lengths, these values were adjusted
for unknown error, and are illustrated in Figure 4.

To correct for unknown error that may affect the predicted
lengths a linear regression for the predicted lengths from
the second visit was conducted providing us with a linear
transformation for future predicted lengths to be adjusted. A
single adjusted length was calculated as:

Li = Pi ∗ 0.9196 + 45.593 (6)

Equation 6: Linear adjustment for predicted values. Where
L is the adjusted length for fish i and P is the predicted length
for an individual derived from a video. The adjusted lengths
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Fig. 4: True lengths compared to adjusted predicted lengths.

are recorded for each fish and compared to the true lengths in
Figure 4.

Figure 4 shows that this method for estimating lengths
produces similar values as those measured manually. The
average absolute difference between adjusted predicted and
true lengths, for recorded fish from the third visit, after this
adjustment was 7.523 millimeters. The R-Squared of the linear
relationship was 0.9536, suggesting the predicted lengths
closely fit those measured on-site. The difference between
inferred lengths ranged from as low as 0.12 millimetres above
the recorded length to 75.85 millimetres above the recorded
length.

X. CONCLUSIONS AND FUTURE WORK

This paper investigated the potential for an automated
system to measure the length of tarakihi fish from images
by using machine learning and computer vision techniques.
Two distinct methods for collecting the data were presented
and compared. The use of a handheld camera was able to
provide us with a more varied dataset, which was beneficial
for training. However, a fixed camera allowed for a more
consistent scale factor and was better suited for producing
accurate length estimates. An EfficientNet model was trained
to produce segmentation inferences and mask images were
created from these to identify pixels containing fish. By using
a checkerboard pattern as a point of reference pixel lengths,
from a minimum enclosing circle of the inferred object, were
converted to millimetres. The shapes of these inferences were
evaluated using an EBM to predict their quality based on
shape features. This allowed fewer poor to be considered when
calculating the median predicted length.



Results show that fish length estimation from segmentation
inferences is possible, and was on average within one cen-
timetres of the measured lengths. However, it is clear further
research is required before such a system may be implemented.
The use of an enclosing circle was used to determine the
length of an inferred fish successfully, but a larger dataset of
measured lengths gathered on vessels is needed to evaluate the
model’s performance in environments beyond the controlled
ones created for these tests. Future work will also explore
the use of instance segmentation for counting individuals and
storing information about recently seen fish that may have left
and re-entered the scene. The current approach for counting
and measuring has no resilience against fish that are not
manually singulated. Fish that are close to one another in an
image would share the same contour and result in a single
length estimation which may be unrepresentative of the length
of either individual.

Currently, the standard in the industry is to measure the
length of tarakihi by their fork length. Though not covered
in this research, identifying where the tail forks may be
a challenge for future work alternatively the accuracy of
extrapolating fork lengths from full length may be explored.
Changes in length estimation based on the distance and angle
of the calibration pattern from the camera is another area that
may be beneficial to explore. The use of a per-tile pixel to
millimetre ratio would provide insight into how objects in
different areas of the image scale relative to the pattern and
may provide us with more accurate measurements.
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